Residual stresses in titanium nitride thin films obtained with step variation of substrate bias voltage during deposition
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A B S T R A C T

In this work, a series of depositions of titanium nitride (TiN) films on M2 and D2 steel substrates were conducted in a Triode Magnetron Sputtering chamber. The temperature; gas flow and pressure were kept constant during each run. The substrate bias was either decreased or increased in a sequence of steps. Residual stress measurements were later conducted through the grazing X-ray diffraction method. Different incident angles were used in order to change the penetration depth and to obtain values of residual stress at different film depths. A model described by Dolle was adapted as an attempt to calculate the values of residual stress at each incident angle as a function of the value from each individual layer. Stress results indicated that the decrease in bias voltage during the deposition has produced compressive residual stress gradients through the film thickness. On the other hand, much less pronounced gradients were found in one of the films deposited with increasing bias voltage.

1. Introduction

The deposition of thin films on substrates is usually inherently associated with the development of residual stresses [1,2]. Mechanical equilibrium between substrate and film, combined with the fact that the film is thinner than the substrate, leads to higher stresses (in absolute values) in the film than in the substrate.

The level of film residual stresses depends on processing parameters [3–7] such as substrate temperature, substrate bias, operating pressure, coating thickness and deposition rate. In general, Physical Vapor Deposition (PVD) processes result in compressive stresses on the order of a few GPa, although compressive values above 10 GPa can be reached [8–11]. Such values may affect the behavior of the coated system in a given application. In particular, data in the literature [12–15] indicate that high compressive residual stresses can improve the wear resistance of these systems. However, higher compressive stresses also increase the possibility of film detachment during system use in tribological applications [12,13].

In theory, one could think that the imposition of a stress gradient in the film could be beneficial to improve the tribological behavior of coated systems. Along these lines, lower levels of compressive residual stresses at the film/substrate interface would decrease the tendency for film detachment and a gradual increase in compressive values towards the surface would improve wear resistance. This idea is valid even when one considers that film debonding is caused by the force on the interface, which is the integral of the stress over the thickness of the film. In this case, for given values of film thickness and maximum compressive stress, lower values of this integral would be present in a condition with stress gradient than in one with no gradient. The idea of gradient film stresses can be found in the works by Fischer and Oettel [16] and Uhlman and Klein [17]. However, one of the challenges associated with such idea is to verify if the deposition procedure was successful in imposing the stress gradient and also to determine the residual stress values in such gradients using a non-destructive technique.

In thin films, two techniques are commonly used to measure residual stresses: deflection techniques based on the measurement of the radius of curvature of the specimen before and after deposition and X-ray diffraction techniques. In general, deflection techniques allow only the calculation of the average stress in the film.

Several diffraction techniques have been proposed to study the problem of stress and strain gradients in single (one material) thin films. Several authors [18–22] have studied strain distribution through grazing incidence X-ray diffraction (GIXD) techniques, where the penetration depth was varied by changing the incident angle of the beam. In all these works, the measurements were conducted at angles near the critical angle for total external reflection [23].
Predecki et al. [24] proposed two GIXD methods in asymmetric geometry to obtain stress profiles. Those methods were based on different wavelengths and on the fixing of the incident angle of the beam. Genzel [25] calculated stress gradients based on the scattering vector method. Brennan et al. [26] and Leung et al. [27] used a variation of the conventional sin²ψ method to determine stress as a function of penetration depths. Marques et al. [28] and Peng et al. [29] studied residual stress gradients by means of pseudo-grazing incidence X-ray diffraction method (PGIXRD), which is based on the conventional sin²ψ method in a 4-circle goniometer. In the method proposed by Kumar et al. [30], the penetration depth is modified by employing a combination of χ and ω tilting. Van Acker et al. [31] proposed the Low-incident-Beam-Angle Diffraction (LIBAD) method to determine stress profiles of thin films by measuring the stresses at different incident beam angles. Rafaja, et al. [32] studied TiN coatings deposited by Chemical Vapor Deposition (CVD). These authors implanted metal ions of different species in order to produce residual stress gradients.

The methods mentioned above were employed to determine residual stresses in thin films produced with constant deposition parameters. Little work has been conducted in order to verify if the variation of the parameters selected during deposition results in stress gradients. One exception is the work by Wohlschologel et al. [33], who have studied the effect of temperature variation during deposition. Another exception is the work by Fischer and Oettel [16], who have studied residual stress gradients during the deposition of TiN films produced by reactive magnetron sputtering. These authors have analyzed the effect of substrate bias, as well as that of alternating and pulsed bias voltage. The residual stress gradients were measured using an asymmetric diffraction arrangement in Seemann-Bohling focusing, combined with stepwise removal of the film layers by mechanical polishing.

The objective of this work is twofold: Initially, similar to Fischer and Oettel [16], to verify the possibility of imposing stress gradients in thin films by changing the process parameters during deposition. Secondly, to adapt a method available in the literature [34] in order to evaluate these gradients using a non-destructive technique. The analysis was conducted on TiN films deposited with variations of substrate bias voltage in a Triode Magnetron Sputtering chamber. The residual stresses were determined with the grazing incidence X-ray diffraction method (GIXRD), and different angles of incidence were used in order to analyze stress gradients.

2. Experimental details

2.1. TiN deposition

TiN films were deposited on steel substrates. A hybrid duplex treatment was carried out in all cases, in a home built hybrid reactor, where pulsed plasma nitriding and triode unbalanced reactive magnetron sputtering are conducted in the same cycle [35]. Plasma nitriding was conducted in an atmosphere of N2 (4 sccm), H2 (80 sccm) and Ar (30 sccm), at a pressure of approximately 3 × 10⁻³ Torr, and temperature of 520 °C. Then, a titanium interlayer (with thickness ≈ 100 nm) was deposited in order to have a better TiN adherence to the substrate [36]. Finally, the TiN films were deposited in an atmosphere of N2 (4 sccm) and Ar (20 sccm) at a temperature of 300 °C and pressure of approximately 3.5 × 10⁻³ Torr.

Three types of specimens were produced in this work: (i) films deposited without variation of substrate bias voltage during deposition (specimens S1, S2, S3, S4 and S5), (ii) films deposited with increasing substrate bias voltage (specimens G1D2 and G3M2), and (iii) films deposited with decreasing substrate bias voltage (specimens G2D2 and G4M2). Details of the substrates and deposition conditions are shown in Table 1. In all cases, the total film thickness was measured by looking at the specimen cross-section in a Scanning Electron Microscope.

2.2. Residual stress measurements

In the GIXRD method the incident beam is kept constant at a low and constant incidence angle (α) and the position of the detector varies along the goniometer circle registering data at several (hkl) reflections.

The residual stress was calculated from the slope of the $d_{hkl}^{\text{calc}}$ vs. $f(\psi)$ plot [8], with $f(\psi) = \frac{\sin^2 \psi}{2(L \sin \psi)}$. The angle ψ is defined as $\psi = \theta - \alpha$, where $\theta$ and $\alpha$ are the Bragg angle and the angle of incidence, respectively. The $d_{hkl}$ (lattice parameters for each reflection) values were obtained by fitting the peak profiles by applying the Rietveld method using the GSAS+EXPGUI software [37,38].

$S_{hkl}^\text{H}$ and $\varphi_{hkl}^\text{H}$, the X-ray elastic constants (XECs), were calculated for the different lattice planes (hkl) using Eq. (1) [39], in which $S_{hkl}^\text{H}$ and $S_{hkl}^\text{S}$ are the mechanical XECs calculated from the global value of the material Young’s modulus ($E^\text{m}$) and Poisson’s ratio ($v^\text{m}$). $A_{\text{XC}}$ is the anisotropy factor and $T_{\text{H}}^\text{H}$ is the crystallographic factor of each plane $hkl$, $T_{\text{H}}^\text{H} = (h^2k^2 + k^2l^2 + l^2h^2)/(h^2 + k^2 + l^2)^2$. The value of $E^\text{m}$ used in this work (353 GPa) was based on the value obtained [35] for TiN films deposited using the same reactor as the one in the present work and $v^\text{m}$ was taken as 0.25 [40]. In the absence of a value of $A_{\text{XC}}$ calculated specifically for the film, or layers, obtained in this work, the procedure adopted by Atar et al. [41] was chosen, i.e. the value (0.733) calculated experimentally by Perry et al. [42] was selected.

\[
\frac{1}{2} S_{hkl}^\text{H} = S_{hkl}^\text{S} + \frac{1}{2} \left( [3(T_{\text{H}}^\text{H} - T_{\text{S}}^\text{H}) [\left( A_{\text{XC}} - 1 \right)] / (3 + 2A_{\text{XC}})] \right) \\
\frac{1}{2} S_{hkl}^\text{S} = \frac{1}{2} S_{hkl}^\text{S} - \frac{1}{2} \left( [T_{\text{H}}^\text{H} - T_{\text{S}}^\text{H}] [\left( A_{\text{XC}} - 1 \right)] / (3 + 2A_{\text{XC}}) \right) 
\]

(1)

For specimens produced with variation of bias, different angles of incidence were selected in order to measure the residual stresses at different beam penetration depths. The angles were chosen according to the number of layers and the film thickness.

Measurements on specimens G1D2 and G2D2 at the angles of incidence of 1.5°, 2.5°, 3.5° and 4.5°, were conducted at LNLS —
Brazilian Synchrotron Light Laboratory, using X-rays at the energy of 8.04 keV. Divergence slits were employed in the primary (aperture 0.5 mm) and in the diffracted beam (aperture 1.0 mm). A graphite analyzer was also used in this case. The diffraction planes scanned were (111), (200), (220), (311), (222), (331) and (420).

Measurements on specimens G1D2 and G2D2, at the incident angles of 6°, 8° and 10° were conducted in a Rigaku RINT Ultima + diffractometer, in which parallel beam optics were used to reduce the divergence of the beam. Horizontal Soller slits were positioned during the analysis and a flat graphite monochromator was also used. The generator was operated at 40 kV and 30 mA using CuKα radiation. Automatic alignment of the specimen surface was conducted once a new specimen was placed on the holder. Diffraction planes (111), (200), (220), (222) and (420) were scanned at steps of 0.05° and different counting times were selected for each scan, in order to allow the same statistics for the different peak intensities (varying from 25 to 100 s).

Specimens G3M2 and G4M2 were entirely analyzed in the Rigaku Ultima + diffractometer at incident angles of 1.5°, 3.5°, 6° and 8°, using the diffraction conditions described previously.

For specimens S1 to S5, the residual stresses were measured only at an angle of incidence of 1.5° using synchrotron radiation, with the diffraction conditions described previously.

2.3. Model for calculation of residual stress

In X-ray diffraction, the intensity of the incident beam is attenuated exponentially by the specimen due to the material absorption. Therefore, if the specimen stress changes with the distance from the surface, the measured value is affected not only by the variation of the stress but also by any change in the penetration depth. In this case, the obtained information is averaged over the entire penetration depth of the beam. According to Dolle [34], the mean value of residual stress over a depth x can be calculated by:

\[
\sigma = \frac{\int_0^t \sigma(x) \cdot e^{-x/t} \, dx}{\int_0^t e^{-x/t} \, dx}
\]

(2)

where \(\sigma(x)\) is the depth profile of stress, t is the thickness of the film, and \(\tau\) is the mean penetration depth [32]. Eq. (2) permits obtaining, or approximating, the depth profile of the residual stresses in the film [24,32]. If \(\sigma(x)\) is a continuous function. However, in the case of multilayered coating systems, Eq. (2) must be corrected to consider that \(\sigma(x)\) is not continuous [43]. The same is valid for films deposited with step variation of bias voltage. In this case, assuming that the procedure has succeeded in producing a step distribution of residual stresses, a system composed of \(N_i\) layers will have a mean stress over a depth \(x\), at a given angle of incidence \((\alpha_i)\), given by:

\[
\sigma(\alpha_i) = \sum_{n=1}^{N_i} l_n(\alpha_i) \sigma_n
\]

(3)

where \(\sigma_n\) is the mean residual stress of layer and \(n, i = 1, 2, \ldots, N_{fs}\) is the number of the angle of incidence that is considered. Furthermore, \(N_{fs}\) is the total number of angles of incidence measured in each sample, and

\[
l_n(\alpha_i) = \frac{\int_{t_n}^t e^{-x/t} \, dx}{\int_0^t e^{-x/t} \, dx}
\]

(4)

For example, for specimen G1D2, composed of five layers, the residual stress over a depth \(x\) at the angle of incidence of 8° can be calculated by:

\[
\sigma(\alpha_i) = \frac{0.42}{1} e^{-x/t} \, dx + \frac{0.94}{4} e^{-x/t} \, dx + \frac{1.20}{4} e^{-x/t} \, dx + \frac{1.08}{12} e^{-x/t} \, dx + \frac{2.1}{4} e^{-x/t} \, dx
\]

(5)

Note that in Eq. (4) the effect of the angle of incidence is considered through the value of \(\tau\).

Since the values of \(\sigma_n\) are unknown, the values of stress measured in the films deposited at constant bias voltage (S1 to S5) were used to calculate the mean stress at each angle of incidence.

In this work, Eq. (3) was also used in the opposite direction, i.e. in an attempt to calculate the residual stress value in each layer based on the average residual stresses obtained in a given specimen at each of the angles of incidence. In other words, this equation was used to find the values of \(\sigma_n\) that would best provide the \(\sigma_n\) values of \(\sigma(\alpha_i)\) obtained experimentally for a given specimen. For specimens G1D2 and G2D2, the stress over a depth was measured at seven angles of incidence, then seven equations were obtained \((\sigma_n = 7)\), and these specimens are composed of 5 layers \((N_i = 5)\). Thus, a system of 7 equations and 5 variables was obtained for these two specimens. For specimens G3M2 and G4M2 \(N_i = 4\) and \(N_i = 4\), then for each one of these other two specimens a system of 4 equations and 4 variables was obtained. Each one of these systems of equations was solved by the least squares method using an optimization algorithm. Then, the problem can be formulated by the following optimization problem:

\[
\min F = \sum_{i=1}^{N_i} \left[ 1 - \frac{1}{\sigma_n} \sum_{n=1}^{N_i} l_n(\alpha_i) \sigma_n \right]^2
\]

(6)

\(\sigma_n\)

such that: \(\sigma_{min} < \sigma_n < 0\).

\(F\) is the objective function and \(\sigma_n\) is the variable of the project. The values of \(\sigma_n\) were constrained at values between 0 and \(\sigma_{min}\), where \(\sigma_{min} = -12 \text{ GPa}\). This range was defined since, in general, films deposited by PVD processes result in compressive stresses, and the experimental results obtained in this work never overcame \(-12 \text{ GPa}\).

The optimization problem was solved using a Matlab algorithm ([40](4)), which implements the sequential quadratic programming method (QP) in order to solve multi-variable optimization problems with constraints [44].

3. Results and discussion

Fig. 1 presents the residual stress values calculated for specimens S1 to S5, deposited with constant bias voltage. In this figure, the vertical error bars were calculated based on the fitting of the \(a^\text{mod}\) vs. \(f\) (lb) plot by linear regression. As expected, the compressive residual stress level initially increased as the bias voltage increased. This behavior has been previously reported in several works regarding thin films deposited by sputtering [4,9,40]. Usually, the application of bias voltage to the substrate produces acceleration of ions towards the substrate, which collide against its surface at high speeds, resulting in high values of compressive stress during the film growth [6]. Some authors have found that the stresses reach a maximum value as the negative bias substrate increases [40,45], which, based on the results in Fig. 1, were observed in this work.

Fig. 2 shows a comparison between the experimental results of specimens deposited with variation of bias voltage, and the values of stress over a depth at each angle of incidence, calculated using the model in Eq. (3). In specimens G2D2 and G4M2, which were
deposited with decreasing bias voltage. Fig. 2 indicates smaller compressive residual stress levels near the surface and higher residual stresses closer to the film/substrate interface. This behavior was expected since lower stresses should be associated with lower bias. In terms of specimens G1D2 and G3M2, in which the bias voltage was increased during deposition, high compressive stresses were expected at the surface and smaller stresses were expected at the interface, as previously obtained by Fischer and Oettel [16], which found differences of approximately 3 GPa between the interface and the surface for TiN films deposited by reactive magnetron sputtering with increasing bias from 0 to −235 V. However, in specimen G1D2 the difference found in residual stress level between the surface and the interface was not significant. In specimen G3M2 a difference of 1 GPa was observed between the interface and the surface.

In general, Fig. 2 shows that the trend in residual stress values predicted by the model is in agreement with the experimental results, although some discrepancy can be observed in terms of the absolute values.

Among several possibilities that exist to explain the differences between the experimental and predicted results, this work will mention three: i) the model in Eq. (3) is invalid, ii) the deposition procedure was successful in imposing a step variation in film residual stresses, but the values in each layer are different from those of the films deposited with constant bias and iii) the procedure was not successful in imposing a step variation in film residual stresses, i.e. stress values change along film thickness, but stress variation is not sharp, or approximately sharp, when going from one layer to the next one.

In principle, the first option can be left aside, since the model in Eq. (3) was adapted from the model by Dolle and presents similarities with the approach by Klaus et al. [43].

The literature does not provide much information regarding options ii and iii. The few works correlating film residual stresses with the variation in the parameters selected during deposition were not detailed to the point of indicating, for example, how abrupt is the change in the stresses in going from one layer to the next one, and, more specifically, how accurate it would be to consider the stress variation as a sequence of well-defined steps. Thus, in terms of options ii and iii, the optimization method in Eq. (6) was applied, providing the results shown in Fig. 3. In this figure, the open squares represent the values of residual stress calculated for films deposited at constant bias voltage (Fig. 1). Note that the results obtained based on the optimization procedure do not have any clear restriction in terms of physical meaning, providing further evidence that the model by Dolle is applicable in this case.

In terms of the values that were obtained, the results of the optimization procedure presented in Fig. 3b) suggest that option “ii”, above, has occurred for the specimens produced with decreasing bias. In this case, although differences exist in terms of the maximum residual stress value and the voltage at which the residual stresses reach the maximum, the trend was similar to that of the specimens deposited with constant bias voltage (Fig. 1). Interestingly, in Fig. 3b) the layer stresses to produce the values in Fig. 2 were almost identical for specimens with D2 and M2 substrates. On the other hand, the optimization procedure for specimens produced with increasing bias (Fig. 3a) did not provide similar results for both substrates. In this case, although the optimization values for specimen G3M2 suggest that the differences in experimental and predicted results were due to the layer stress values used in Eq. (3), the optimization results suggest that no stress gradient was obtained for specimen G1D2. At this point, no reason was found to explain why such differences may occur for the two films produced with increasing bias, especially when one considers that the differences were basically regarding the substrate and film thickness.

In addition to the three options cited in the previous paragraphs, it is worth mentioning that a uniform distribution of film residual stresses is difficulty obtained, even in the cases where the entire deposition is conducted with constant parameters [16,46,47]. Therefore, it would be possible to question the use of constant residual
deduce that the stress gradient close to the film/substrate interface would significantly affect the measurements conducted on 1.5 μm-thick films prepared with step variation of bias during deposition. Once again, more detailed data on films deposited according to these conditions are still required for the confirmation of this statement.

4. Conclusions

A model described by Dolle was adapted to calculate the residual stresses as a function of beam penetration depth for the cases where deposition was conducted to impose a step variation in residual stresses along the film thickness. Since the real values in each layer are unknown, the values of stress measured in the films deposited at constant bias voltage were used in the calculations. The results were compared with the experimental ones, providing good qualitative agreement in all cases.

An optimization procedure was later conducted to analyze the individual layer values that, selecting the adapted model, would provide the best agreement with the experimental values calculated as a function of penetration depth. The results suggest that, in most cases, a step variation in residual stresses may have been obtained, and that the differences between experimental and predicted results are due to the stress value selected for each layer. On the other hand, the optimization procedure suggests that no step variation in residual stresses was obtained for one of the specimens produced with increasing bias.
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