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Abstract

In the present work, a new radiographic methodology which makes use of conventional X-ray films and low-energy electrons as penetrating radiation, to inspect low-thickness samples, has been investigated. The radiographic characteristics for the “electron beam–film” set, regarding its sensitivity to discern thickness changes of materials, as well as the spatial resolution achieved in the image have been determined. Some radiographs are presented and demonstrate the method's potential to inspect thin samples.

© 2005 Elsevier B.V. All rights reserved.

PACS: 81.70.–q

Keywords: Electron radiography; Thin layers

1. Introduction

There is a great scientific and technological interest to investigate the internal structure of low-thickness samples. The electron radiography as well as the auto-radiography are examples of some techniques which are available for such purposes. In the first, electrons emitted by a lead foil irradiated by X-rays pass through the sample. They are differentially absorbed in their passage and the specimen structure on a film is recorded. In the second, a radioactive material is inserted within the sample and the image is produced by putting the sample in contact with a film [1].

In the present methodology named “neutron-induced electron radiography-NIER”, internal conversion electrons are employed as penetrating radiation [2]. As shown in Fig. 1, these electrons are emitted by a natural gadolinium metal foil under irradiation by thermal neutrons. Among the emitted electrons, the most important, for the purpose of the present paper, because of their higher intensities, are those with 70 keV [3], followed by the 150 keV with intensity 90% smaller [4]. The electrons emerging from the foil will be attenuated by the sample under inspection and the modulated transmitted intensity is registered by using a conventional X-ray film.
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The objective of the present work was to determine the radiographic characteristics of this "electron beam–film" set, in terms of its sensitivity to discern thickness changes of some materials as well as of the spatial resolution achieved in the image. In order to demonstrate the method’s potential, several radiographs are presented in which the digital processing technique has been employed to improve image visualization [5].

2. Experimental

The gadolinium metal foil employed was 25 μm in thickness and was irradiated in a neutron radiography (NR) facility installed at the 2 MW, IEA–R1 pool-type Nuclear Research Reactor. The main characteristics of the neutron beam at the foil irradiation position are shown in Table 1 [6].

The radiographs were obtained by using an aluminum cassette inside which the film, sample and gadolinium metal foil (in this order with respect to the neutron beam) are kept in tight contact during irradiation. The neutron beam passes through the film, through the sample, and will induce \((n, \gamma)\) reactions in the gadolinium metal foil. The generated electron beam reaches the sample and the transmitted intensity will sensitize the conventional X-ray film Kodak-AA, which was developed according to the standard procedures.

As proposed in this work, the following studies have been carried out:

2.1. Sensitivity

The sensitivity of the “electron beam–film” set was defined here in terms of its capability to discern thickness changes of the materials. In order to evaluate it, it is necessary to determine the conditions in which the radiographs must be performed firstly. Such conditions are determined in terms of the best exposure and optical density intervals, for which the highest contrast is achieved in the image. For this purpose, the characteristic curve relating optical density–\(D_{op}\), as a function of the beam exposure–\(E\), has been determined. Optical density is defined as [7]

\[
D_{op} = \log \left( \frac{I_o}{I} \right)
\]

where \(I_o\) and \(I\) are the intensities of the incident and transmitted light through the film, respectively.

Since in the present work the electron beam was generated by a neutron beam, this curve has been obtained as a function of the neutron exposure–\(E\) (\(n/cm^2\)). Several film strips were irradiated and after their development, the optical density readings have been performed by using a standard optical densitometer having a minimal discernible optical density capability of 0.05. The obtained characteristic curve is shown in Fig. 2 and the highest contrast (indicated by arrows) was achieved for \(3 \times 10^7 n/cm^2 < E < 1.2 \times 10^8 n/cm^2\) and \(1.3 < D_{op} < 3.5\).

The sensitivity has been determined for four materials. The samples are step wedges with thicknesses varying in the following range: adhesive tape –50 to 300 μm, aluminum foil –10 to 70 μm; polymer “Makrofol-KG” –10 to 100 μm; ordinary white paper –100 to 400 μm. These samples were radiographed and the behavior of...
the optical density readings as a function of the sample thicknesses, are shown in Fig. 3. To these experimental data, the best fitted function was a first order exponential given by

$$D_{\text{op}}(x) = A + B e^{-C x}$$  \hspace{1cm} (2)

where $A$, $B$, and $C$ are free parameters in the fitting, and $x$ is sample thickness.

The sensitivity was calculated from the derivative of (2) as

$$\Delta x = - \frac{D_{\text{op}} e^{C x}}{B C}$$  \hspace{1cm} (3)

The plots of the sensitivity values as a function of the sample thicknesses are shown in Fig. 4.

2.2. Resolution

In radiography, the spatial resolution is defined as the minimal distance that two objects must be separated before they can be distinguished from each other [9]. The resolution is usually quoted in terms of the total unsharpness ($U_t$). In the present work, the total unsharpness has been obtained by scanning the optical density distribution at the interface between two images: the first corresponding to an electron opaque knife edge object (aluminum foil 100 $\mu$m), and the second to the direct electron beam. The scanning was performed by using a microphotometer having a light beam width of 3 $\mu$m and length of 700 $\mu$m. A typically obtained distribution is shown in Fig. 5. The following Edge Spread Function-ESF was fitted to this distribution [10,11]:

$$\text{ESF} = p_1 + p_2 \arctan[p_3(X - p_4)]$$  \hspace{1cm} (4)

with $\Delta D_{\text{op}} = 0.05$, being the minimal discernible optical density capability of the optical densitometer.

The plots of the sensitivity values as a function of the sample thicknesses are shown in Fig. 4.
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where $X$ is the scanning coordinate and $p_1, p_2, p_3$, and $p_4$, are free parameters in the fitting.
3. Analysis

As theoretically evaluated, more than 90% of the neutron beam is absorbed in the first 15 μm of the gadolinium foil. It has been calculated by using the well-known neutron transmission exponential law [12], and a microscopic cross section value of about 80,000 barn for the natural gadolinium, at the neutron energy of 7 meV [13]. Since the range of the most intense electrons (with energy of 70 keV), is about 20 μm, the “neutron–film–sample–gadolinium foil”, irradiation geometry is justified and assures that most of the generated electrons will reach the sample.

The fitting of the exponential function (2) to the experimental data relating optical density as a function of the sample thickness is an empirical approach since the law governing the attenuation of the present electron beam, coming from the gadolinium foil, has not been determined.

As evaluated from (3), the method was able to discern ~20 μm of adhesive tape in 50 μm thickness, ~0.8 μm of aluminum foil in 10 μm thickness, ~1 μm of the polymer Makrofol-KG in 10 μm thickness, ~15 μm of ordinary paper in 100 μm thickness.

It is very important to note that after the maximum range of the 70 keV electrons is reached in the samples, the less intense 150 keV electrons will be the responsible for the image formation. In Table 2, the approximate values for the ranges for both energies, for the studied materials, are presented [14]. As can be seen in Fig. 3, the optical densities for aluminum foil and Makrofol-KG clearly decrease slower after the thickness of 40 and 70 μm, respectively. For adhesive tape and ordinary paper, only the 150 keV electrons will form the image since the minimal thickness of these samples, 50 and 100 μm, respectively, are near to the limit of the 70 keV electrons range. Together with the electrons, gamma-radiation is also emitted by the gadolinium foil. However, because of its high penetration in the present samples, its contribution to the image formation is just to increase the film background.

The minimal detectable thickness or the minimal amount of material inserted in the beam able to be realized was also evaluated for each one of the studied materials. The obtained values presented in Table 3 have been calculated by extrapolating (3) to x → 0. In order to show the high potential of the method, the approximate values for the minimal detectable thickness, evaluated for the standard neutron radiography technique by using the same film/foil set, for two materials, gadolinium and cadmium, which possess the two greatest thermal neutron capture cross section, are also presented in Table 3 [6,7].

Another important aspect of this technique is the high resolution achieved in the image. The total unsharpness calculated by Eq. (4) is given by $U_i = 2/(p_i^3)$ [6,10], and the obtained result was $U_i = (30 ± 1) μm$. This high resolution is a consequence of several factors: the small sample thickness; the low range of the electrons in the film; since the samples were radiographed in a close contact with the film/foil set, the geometrical unsharpness contribution is negligible [8].
Although the employment of an evacuated cassette would improve the resolution of the images, it was not used in the present work because the wet samples like the plants, would be crashed between the converter and the film, causing damages in both.

It was also experimentally verified, for these samples, if a neutron image is superimposed to the resulting electron image. For such purpose, the same step wedges have been neutron radiographed at the same neutron exposure, by using the same converter film/foil combination. Since the differences on the optical density values, corresponding to steps of the samples with those for the direct electron beam, are smaller than 5%, its influence on the resulting electron image was considered negligible. In order to demonstrate the possible applications of this methodology, some selected samples have been radiographed. The obtained results are shown in Figs. 6 and 7 in which the standard digital processing procedures, to improve image visualization, have been employed. Fig. 6 shows a plant where it is easy to observe the presence of some nutrients inside the stems and Fig. 7 shows a regular Brazilian bill, where it is easy to observe one of the security marks [2].

### Table 3
Comparison of the minimal detectable thickness between the NIER and the standard “NR” techniques

<table>
<thead>
<tr>
<th>Material</th>
<th>Min. thick.(μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIER</td>
<td></td>
</tr>
<tr>
<td>Aluminum foil</td>
<td>0.25±0.05</td>
</tr>
<tr>
<td>Makrofol-KG</td>
<td>0.69±0.07</td>
</tr>
<tr>
<td>Paper</td>
<td>6±2</td>
</tr>
<tr>
<td>Adhesive</td>
<td>8±1</td>
</tr>
<tr>
<td>NR</td>
<td></td>
</tr>
<tr>
<td>Gadolinium</td>
<td>0.2</td>
</tr>
<tr>
<td>Cadmium</td>
<td>2</td>
</tr>
</tbody>
</table>

4. Conclusions

In principle, neutron-induced electron radiographs can be obtained in neutron radiography facilities, by making use of standard gadolinium screens and X-ray films. However, since the film is irradiated together with the screen, the beam’s neutron/gamma ratio must be greater than $5 \times 10^5 \text{ n cm}^{-2} \text{ m Rem}^{-1}$ [7].

According to the obtained results the NIER is a promising technique, suitable to inspect low-thickness samples, with a capability to discern thickness changes on the order of microns, and a maximal resolution of about 30μm.

Several other neutron-induced radiation radiography techniques can be also used. For example, the employment of α-emitting boron-based converter screen combined with track-etch foils has
demonstrated to be useful to inspect lower thickness samples [2].
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